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When a research focuses on the satisfaction or loyalty of the bus service, it often focuses on 
influence of specific variables. However, there are a wide variety of variables may influence 
users’ decision-making. In order to prevent that the managers may ignore some unknown 
variables, we propose a bottom-up procedure to obtain the retention probabilities of each bus 
routes. Logistic regression models were calibrated which based on four behavior groups, and 
the significant coefficients of route variables represent the odds ratios of each route. The 
calibration of retention probability does not need any personal or socio-economical information 
but smart card transaction data. It will dramatically decrease the cost and time of data collection. 
We also find that there is a logarithmic relationship between number of users and retention 
probability. The relationship will enhance the managers estimate the retention probability 
effectively. 
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INTRODUCTION 

Bus service is a common public transportation system in most of the area worldwide, and 
managers can use various combination of resources to implement their new service according 
to individual characteristics of each area. Since bus service can be designed flexibly but 
resource is usually limited, its goal should be thoroughly considered from the view point of 
finding appropriate solutions. Generally speaking, maximum income and ridership is the most 
common objective. However, user retention is also an important index for bus service 
promotion, with not so much related literature present yet. Because of these, most cities use 
sustainable concept to improve transportation environment, and therefore user retention 
becomes more and more important. Agencies started considering related issues, hoping to 
enhance retention and attract user, to change infrequent user into frequent user in other words.  

The other similar topics like user retention are customer loyalty and satisfaction. Customer 
satisfaction in public transportation has been studied since mid-1960, but the loyalty in public 
transport is not well defined. According to Zhao et al. (2014), they suggest that loyalty has two 
aspects: first is a person’s continuous behavior to buy a product, and the second one has to do 
with customer’s attitudes and emotions. Although loyalty is similar to user retention, there is a 
critical difference between them. The loyalty is a quantification index that can measure the 
user's intention of purchasing the same product according to quality, satisfaction, and other 
causes. User retention is the result if user decide to use the same product or not. In short, loyalty 
is cause, and retention is result. 

Moreover, most of the bus service contains numerous bus routes spread over various area. 
In case a manager wants to evaluate or make an improvement plan, there could be many 
quantification indexes to be used, e.g. income or ridership. However, such indexes cannot 
directly respond to the demand of user retention consideration. As a matter of fact, operation 
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parameters such as frequency or travel time are useful to extract performance of each bus route. 
However, outcomes from those parameters are rather ambiguous since they may related to users’ 
characteristics. This paper will propose a bottom-up methodology to find potentially 
problematic bus routes based on user behavior transition conditions.  

In the traditional planning procedure, managers often use several indexes to identify 
problematic parts of their bus service. For example, if income or ridership of a bus route is 
getting lower, that route is easily identified as a problematic one. Or, if the users’ feedback is 
relatively negative, that route is  also easily identified as problematic. However, these methods 
for problem identification are just based upon known causes. In reality, users will evaluate the 
service according to various causes and their combination. Merely using known causes to 
evaluate a bus service is a trap quite easily fall into. 

As we know, all ridership comes from users’ free will, and they respectively decide 
whether to use bus service or not after due consideration. It may include various causes and the 
weight of each cause may also variable. Therefore, we can at first identify the route which users 
most likely to quit using, and analyze the causes according to their characteristics. Then, other 
small number of potentially problematic routes will be identified based on user behavior 
transition condition. Needless to say, if the targeted service is limited in scope than directly 
applying on the whole service, the cause analysis will become more focused and reliable.   

OBJECTIVE 

In the past, studies of user retention required conducting questionnaire survey or household 
travel survey to obtain long-term user retention information. It would cost lots of budgets and 
also needed complicated procedure. Fortunately, as the application of smart card systems grows 
quickly, bus operators at present can get raw data of each transaction such as time, location and 
route when users board a bus. Large data sets not only present operating performance via 
ridership calculation but also derives users’ behavior information via advanced statistical 
methods (Morency et al, 2006; Morency et al, 2007; Bagchi and White, 2005, Zhong et al, 
2015). Within this research, we will first extract user behavior transition based on smart card 
information. Then we will cluster the transition results into several groups and therefore 
simplify the prediction procedure of user retention. Expectation Maximization (EM) algorithm 
will be used to cluster behavior, and then we derive long-term behavior transition result from 
cluster transition tendency of each month of a year. According to the monthly cluster results of 
the whole smart card users, we can derive their behavior transition between consecutive months 
from which we can know the decisions of users. Then, we calibrate a logistic regression model 
that is based on transition, routes, and other related information like ridership and number of 
bus stops to define users’ decision making as users’ preference. In that model, behavior 
transition is a binary dependent variable. Various independent variables will also be calibrated. 
Significant variables in the model will show users’ tendency of specific routes. With the help 
of these, managers can not only easily understand users’ decision tendency of some route, but 
also can find potential problems in their bus service. 

By calibrating choice models as above, we can grasp users’ decision among most of the 
bus routes according to various user characteristics. The coefficients of each route variables 
show the preference and how serious those problems are. Managers can identify where the 
problematic bus routes are, and grasp how serious they are. In conformity with the limited 
number of bus routes, managers can conduct more detailed and efficient comparison, and make 
the better improvement plan. To compare with traditional problem identification methods, this 
research simplifies the complexity of performance evaluation, and sufficiently considers the 
user retention at the same time. During the model calibration, various user clusters require being 
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grouped into a variety of groups according to the calibration in order to obtain better results. 
This time, a case study in Tainan, Taiwan is conducted and we propose an example to show 

how the bottom-up procedure works. From the calibration results of the model, we have 
expected to get some significant coefficients based on user behavior transition. Within this case 
study, we can obtain user behavior transition tendency, and long-term behavior clusters of 
certain bus company and bus routes; then by using that data, we can determine potentially 
problematic bus routes. Also, according to the routes in question, we can compare operation 
parameters with route characteristics of the selected bus company and routes.  

CALCULATION METHODOLOGY OF BEHAVIOR TRANSITION 

Behavior transition could be obtained from weekly profiles of bus users (Hung et al. In 
published). Weekly profiling is the key concept to conduct the clustering, and the average 
frequency is set to be one month. Smart card data is used in this study, and each raw data 
contains the boarding and alighting information of a single trip by the same card. We use each 
user’s data in one month to conduct the clustering calculation. One single month at least 
includes 4 weeks of weekdays and 4 weekends. By summing each hour of one month’s usage, 
a weekly profile can be determined. In order to prevent the rare users like one time visitors from 
influencing the main body of the clustering, those who use less than 4 times per month are 
grouped as rarely-use user cluster. 

Frequency of most bus users’ behavior are weekly, including weekday and weekend trip 
shown in weekly profile. Therefore, we consider there exists 168 (24 hours * 7 days) variables 
in a week and averaged the frequency in each hour (Pas, 1988; Tarigan et al, 2012; El Mahrsi 
et al, 2014). Figure 1 shows an example of how smart card usage raw data transfer into weekly 
boarding profile. For the same card number (same user), by looking at the boarding time section 
of smart card usage data, we accumulate each boarding records separately according to its 
boarding hour so that we can understand the specific frequency per hour. Peak hour 
characteristics as well as difference between weekday and weekend is now easy to define. 

Figure 1: Example on how IC Card Usage Data Transferred into Weekly Boarding 
Profile 

 

Day of week
MON 0 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0
TUE 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0
WED 0 0 0 0 0 0 3 1 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0
THU 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0
FRI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
SAT 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0
SUN 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
n : Total frequency of each boarding hour in one month Time of day

 

Bus ID Route ID Card No. Type Price Boarding time
Boarding
stop ID

Alighting time
Alighting
stop ID

Issued
company

XXX-01 0077 3789C General 18 2014/03/03 06:29 823 2014/03/03 06:35 493 ECC
XXX-01 0077 3789C General 18 2014/03/03 17:30 493 2014/03/03 17:40 823 ECC
XXX-01 0077 3789C General 18 2014/03/04 06:31 823 2014/03/04 06:59 493 ECC
XXX-01 0077 3789C General 18 2014/03/04 17:35 493 2014/03/04 17:43 823 ECC

⁞
XXX-01 0055 3789C General 18 2014/03/08 09:39 690 2014/03/08 09:52 118 ECC
XXX-01 0055 3789C General 18 2014/03/08 15:17 118 2014/03/08 15:44 690 ECC
XXX-01 0077 3789C General 18 2014/03/10 06:40 823 2014/03/10 06:57 493 ECC
XXX-01 0077 3789C General 18 2014/03/10 17:59 493 2014/03/10 17:07 823 ECC
XXX-01 0077 3789C General 18 2014/03/11 07:02 823 2014/03/11 07:18 493 ECC
XXX-01 0077 3789C General 18 2014/03/11 17:53 493 2014/03/11 17:24 823 ECC

⁞
  

  

+1 frequency

+1 frequency

 ca d usage ow data

eekly boarding profile
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After regularity sorting, behavior transition in adjacent months is conducted by 
identifying the behavior clusters in the former month and the latter month. There are two special 
clusters in each of the former and latter clusters. One is the “New” cluster, which means that 
the smart cards are only used in the latter month; the other is the “Quit” cluster, which means 
that the cards are only used in the former month. Figure 2 is a behavior transition example, 
showing how to identifying the behavior cluster from a user clustering results in adjacent 
months. 

Figure 2: Behavior Transition Example in Adjacent Months 

 
In case of computing behavior transition, clusters should be ordered for better 

understanding of the cluster’s key characteristics. In this study, regularity is used to evaluate 
users’ tendency to use bus service. As a regular user, more regularity means more frequency, 
like students or commuters. Departure time is a significant index that indicates the regularity. 
Besides, commuters usually take bus at peak hours, e.g. 6:00-9:00 and 16:00-19:00. Therefore, 
the regularity value is split into morning peak and afternoon peak, having 12:00 in the middle. 
Cluster regularity is the sum of standard deviation of morning and afternoon peak for all trips 
in the same cluster. The random cluster whose users use less than 4 times per month is forced 
to be the most random cluster. 

CALCULATION METHODOLOGY OF RETENTION PROBABILITY 

After behavior cluster computing, retention probability is conducted. This study defines the 
retention as the user continually uses the bus service in the latter month. We can obtain that the 
user is staying or quitting from the data of the same card no. also exist in the latter month. The 
influence from other variables will be insignificant when only consider the staying. According 

Cluster 1         x 18  

Cluster 2          x 11

Cluster 3          x 18

Cluster 1

Cluster 2

Cluster 3

Former 
month

Latter 
month

: New user

Quitting user

x 7

x 4

x 6

x 4

x 4

x 4

x 0

x 4

x 5

x 1

x 7

x 2

x 2

x 2

x 4

Number of users with behavior transition

Former to latter
Latter clusters (number of users)

Cluster 
1

Cluster 
2

Cluster 
3 Quit Total
Fo

rm
er

 c
lu

st
er

s Cluster 1 7 4 5 2 18

Cluster 2 4 4 1 2 11

Cluster 3 6 0 7 4 17

New 4 2 4 - 10

*Quitting users are who do not use bus service in latter 
month.
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to van Lierop et al. (2018), the user loyalty is a result of longer-term and trusting between user 
and agency. Users may be influenced by any possible or unknown variables. We use a down-
up way to find the retention first, and skip to find the reasons that may influence it. Smart card 
data is the only one needs to collect. In addition, retention duration are varied, and it depends 
on the planning purpose. 

Logistic model regression often used to calibrate the model with binary dependent 
variables (Al-Doori, 2017; Chiu Chuen, 2014; Ismail, 2011; Sun, 2013; Tao, 2017). An OR 
(odds ratio) is a measure of association between an exposure and an outcome. The OR 
represents the odds that an outcome will occur when given a particular exposure, compared to 
the odds of the outcome occurring in the absence of that exposure. Therefore, “Staying” or 
“Quitting” bus service is the binary dependent variable in this model. The user’s ridership of 
each route are the independent variables. The OR could present the retention probability when 
user adds one ridership in a route in this study. Here, we bypass all personal and socio-
economical information but behavior transition data. Other variables, e.g. number of routes user 
used, or user’s ridership at peak hour, are used to enhance the calibration; and they will not 
obstruct the interception of OR. 

The calibration of OR show in Figure 3. Sample data is the behavior clustering result 
from previous section, and the staying in the latter month is considered as dependent variables. 
Before calibration, all users split into four behavior groups, includes REG, SREG, RAN, and 
RARE. The behavior could be varied according to sample size or calibration result, but there is 
only one yearly OR for each group. Generally speaking, sample size of RAN and RARE groups 
are too large; users in these two groups can split into 10 or more sub-groups to obtain better 
calibration result. The monthly coefficients can be obtained from average of the calibration 
results of all sub-groups. Furthermore, the yearly coefficients of each group can be obtained 
from average and outliers removing of the monthly result. We can get the OR by exponentiating 
the yearly coefficients. 

CASE STUDY 

Tainan city locates at southern part of Taiwan, shown in Figure 4. From December 2010, Tainan 
County and Tainan City have been merged into Tainan special municipality. Its population 
amounts to 1,886,033 (end of 2016), its area is 2191.7 km2, and its bus service contains 110 
routes and 3 companies. The downtown area is located in the south west. From 2012 December, 
an smart card system has been applied to all bus services. In June of 2013, the DOT of Tainan 
started to operate in six main lines after re-planning the original bus services. Although the total 
ridership is continuously growing, the city bus mode share is still halted at 1~2%. Northern part 
is minor downtown. The selected bus operator provides service at northern rural and downtown 
area. The smart card data of the selected bus operator in 2016 (data in December is missing) is 
used in this study, and the amount of the operator’s data is 1,459,692 rows of data. 
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Figure 3: Calculation Procedure of Odds Ratios 

 
  

To infer user decision according to retention 
result.

Yes: Retention in latter month;
No: Not retention in latter month.

User retention data of two consecutive months 
during 2016.

(Users clustered via their weekly profiles)

Logistic Model:
Y = β0  + β1 MP-RS + β2 AP-RS  

+ ……… + βn-m R1300 + βn-m+1 R1301 
+ ……… +βn-1 R1515 + βn Other

Dependent variable (Yi): The user stays or 
quits service in the latter month
Independent variables (Xi):
MP-RS: User’s total ridership at morning peak 
time.
AP-RS: User’s total ridership at afternoon 
peak time.
Ridership: User’s total ridership in one month.
WK-RS: User’s total ridership during 
weekdays.
RS-WE: User’s total ridership during 
weekend.
Num.-Route: The number of routes that user 
used in one month.
Num.-Stop: The number of bus stops that user 
boarded.
AvgRSperStop: User’s average ridership per 
stop
Num.-SCH: Num. of school-like stops used.
IsSCH: The card type is student or not.
R1300, R1301, … , R1515: User’s total 
ridership of each routes.
Other: User’s total ridership of routes do not 
list above.

For RAN group and RARE 
group:

To separate them into 10/20 
sub groups randomly.

To calibrate the model for each group / sub 
group by months. 

 Coefficients calibration results

For RAN group and RARE group:
To average significant coefficients 

(p-value < 0.1) of sub groups for each month. 
 10 sets of monthly average coefficients

To average significant coefficients of all months. 
 Yearly average coefficients in 2016 (βi).

To interpret the odd ratios OR via  
 Odds ratios of each routes in 2016.

𝑒𝛽𝑖

For REG group and SREG 
group:

No sub group.

For REG group and SREG group:
 10 sets of monthly significant  coefficients
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Figure 4: Population and Bus Network of Tainan City 

 

User Behavior Clustering Result 

For the selected bus operator, there were 26,729 smart cards used in 2016 March, and 18,752 
(70.2%) of them are random users who use less than four times in that month. The other 7,977 
smart cards are users who use more than 3 times and therefore are being clustered via the EM 
algorithm. After clustering and regularity sorting, there comes nine usage patterns and 1 rare 
cluster listed in Figure 5. Cluster 1 is the most regular users’, who use the bus around 6:00 and 
17:00 and should be standard commuters; the average frequency shows that they use buses 
almost every weekday. Cluster 2 is the regular users who use the bus around 7:00, and there 
exists only half frequency at the afternoon peak. Cluster 3 is similar to cluster 2, but the morning 
peak start around 6. Cluster 4 is the users who use the bus at the afternoon peak only. Cluster 5 
is similar to cluster 4, but there are about average 1.5 times in morning peak. Cluster 6 is the 
opposite and less regularity at afternoon peak. Cluster 7 is the users who use the bus not only 
at the morning and afternoon peaks but also at some adjacent several hours of both peaks, like 
college students or employees. Cluster 8, 9 are random users who use the bus at random 
departure times. The difference between these two is that cluster 8 has a higher frequency at 
weekends. 

The results show regularity sorting clearly and closer to the real world. Because the 
number of users in high regularity clusters are much lower than low regularity users, and the 
regression model with small sample size is not easy to calibrate; we group similar behavior 
clusters into four groups according to regularity and frequency in the peak time. The four groups 
are REG group (regular), SREG group (sub-regular), RAN group (random), and RARE group 
(rare). Their corresponding behavior clusters and number of users show in Table 1. 
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Table 1: Regularity and Number of Users in Various Behavior Groups 

Behavior 
cluster 

Regularity (hour) Number of 
users in 
cluster 

Behavior 
group 

Number of users 
in group Morning 

(before 12:00) 
Afternoon 

(After 12:00) 
1 0.80 1.12 415 

REG 1,321 2 0.77 1.29 306 
3 0.81 1.55 396 
4 1.59 0.92 204 
5 1.32 1.27 408 SREG 679 6 1.42 1.46 371 
7 1.63 2.02 909 

RAN 5,877 8 1.63 2.12 1,866 
9 1.68 2.11 3,102 
10 1.68 2.12 18,752 RARE 18,752 
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Figure 5: Behavior Patterns of All Clusters in the Selected Bus Operator (March 2016) 

 

0 6 Time of day
: Cluster menas cards used under 4 times in 1 month.
No. of cards: 18752 (70.1%)
More ridership Less ridership

12 18
Cluster 10

REG
group

SREG
group

RAN
group

RARE
group

Cluster 7
No. of cards
909 (3.4%)

MON
⁞
⁞

SUN

Cluster 8
No. of cards
1866 (7.0%)

MON
⁞
⁞

SUN

Cluster 9
No. of cards

3102
(11.6%)

MON
⁞
⁞

SUN

Cluster 4
No. of cards
204 (0.8%)

MON
⁞
⁞

SUN

Cluster 5
No. of cards
408 (1.5%)

MON
⁞
⁞

SUN

Cluster 6
No. of cards
371 (1.4%)

MON
⁞
⁞

SUN

Cluster 1
No. of cards
415 (1.6%)

MON
⁞
⁞

SUN

Cluster 2
No. of cards
306 (1.1%)

MON
⁞
⁞

SUN

Cluster 3
No. of cards
396 (1.5%)

MON
⁞
⁞

SUN
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Odds Ratios Result 

There are total four sets of yearly average coefficients, includes REG, SREG, RAN, and RARE 
groups. REG and SREG groups have 10 sets (months) of calibration results; RAN has 100 sets 
(10 sub-groups * 10 months) of calibration results; and RARE group has 200 sets (20 sub-
groups * 10 months) of calibration results. All McFadden R2 values are between 0.06 and 0.25, 
and all VIF (Variance Inflation Factor) values of independent variables are less than 10. After 
insignificant (p-value > 0.1) and outliers removing, the yearly coefficients and ORs show in 
Table 2. In the non-route independent variables, Num.-SCH and IsSCH are both insignificant. 
It shows that the studentship will not significantly influence the retention decision. Other non-
route independent variables in RAN group are all significant. Retention probability of AP-RS 
and WK-RS are both smaller than 1. The retention probability of users who add one ridership 
at afternoon peak or weekday will decrease 3% and 15%. Calibration results of REG and SERG 
groups are similar expect the OR of MP-RS in SREG group is smaller than 1 (0.9993). 

Table 2: Coefficients and Odds Ratios Results of each Group 
 REG group SREG group RAN group RARE group 

Variables coef. OR coef. OR coef. OR coef. OR 
(Intercept) 1.5316 4.6256 0.7757 2.1721 -0.0222 0.9780 -1.2928 0.2745 
Num.-Route -0.3704 0.6904 -0.4218 0.6559 -0.3188 0.7270 - - 
Ridership - - - - 0.2599 1.2968 - - 
Num.-Stop 0.5658 1.7609 0.3803 1.4628 -0.0632 0.9388 - - 
AvgRSperStop 0.2445 1.2769 0.2090 1.2325 0.4903 1.6328 - - 
MP-RS 0.0864 1.0903 -0.0007 0.9993 0.0055 1.0055 - - 
AP-RS 0.0841 1.0878 0.1104 1.1167 -0.0260 0.9744 - - 
WE-RS - - - - 0.1492 1.1609 - - 
WK-RS - - - - -0.1614 0.8510 - - 
Num.-SCH - - - - - - - - 
IsSCH - - - - - - - - 
R1300 - - 0.0672 1.0695 0.0955 1.1002 0.5261 1.6923 
R1301 - - - - -0.4410 0.6434 1.3182 3.7367 
R1302 - - - - -0.2652 0.7670 1.0435 2.8391 
R1303 - - - - -0.2330 0.7921 1.2324 3.4295 
R1310 - - -0.1175 0.8891 -0.3739 0.6881 1.4030 4.0675 
R1311 -0.0622 0.9397 - - -0.4169 0.6591 - - 
R1500 0.0297 1.0301 0.0731 1.0759 -0.1127 0.8935 0.4809 1.6175 
R1501 - - - - -0.2290 0.7953 0.7616 2.1418 
R1502 -0.0963 0.9082 - - -0.1531 0.8580 1.0829 2.9531 
R1503 -0.0516 0.9497 - - -0.2436 0.7838 1.6728 5.3269 
R1504 -0.0457 0.9553 - - -0.1765 0.8382 1.1247 3.0794 
R1505 -0.2025 0.8167 - - -0.4159 0.6598 1.5237 4.5891 
R1506 -0.0420 0.9589 - - -0.3025 0.7390 0.9053 2.4727 
R1507 -0.0975 0.9071 - - -0.1197 0.8872 0.6397 1.8959 
R1509 - - 0.1794 1.1965 -0.1175 0.8891 0.4249 1.5295 
R1510 - - - - -0.2161 0.8056 1.1612 3.1939 
R1511 - - -0.0538 0.9476 -0.2081 0.8121 1.1171 3.0560 
R1512 -0.0985 0.9062 0.1404 1.1507 -0.2280 0.7961 0.4251 1.5298 
R1513 -0.2714 0.7623 - - -0.2163 0.8055 0.7431 2.1024 
R1514 -0.0904 0.9135 -0.1564 0.8553 -0.2051 0.8145 1.7514 5.7629 
R1515 -0.1172 0.8894 - - -0.9370 0.3918 - - 
Other -0.0560 0.9456 - - 0.1669 1.1817 0.4889 1.6305 

“-“: p-value > 0.1; coef.: coefficient; OR: Odds ratio 
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About the route independent variables, all coefficients are significant in RAN group. Most 
ORs are smaller than 1 expect OR of R1300, which is 1.1002. The retention probability of users 
in RAN group add one ridership in routes (expect R1300) are decreasing. Expect R1311 and 
R1515 in RARE group, other variables are significant. All ORs of them are larger than 1, but 
the OR is decreasing when number of users is increasing. There are 13 significant route 
independent coefficients in REG group, and others are not. The retention probability of users 
in REG group add one ridership in most routes (expect R1500) are decreasing. There are only 
seven significant route independent coefficients in SREG group. 

Correlation between Yearly Odds Ratio and Number of Users 

Because the retention probability of each behavior cluster in each route are varied and some 
route variables cannot get significant coefficients, this study tries to find the relationship among 
the number of users and retention probability. Once we obtain the relationship, other route 
variables without significant coefficient or hypothetical number of users also can estimate their 
retention probability. The relationship between retention probability and number of users of 
four behavior groups (REG, SREG, RAN, and RARE) show in Figure 6 to Figure 9. Although 
some routes have no significant coefficients, the figures represent that there are logarithmic 
relationship between them. The R2 values are between 0.3143 and 0.6155, and they show a 
good fit. The logarithmic relationship can derive the probability from the number of users. 

The relationship of RARE group is different from other three; the probability is a 
decreasing curve. It means that the retention probability is decreasing when number of users is 
increasing. Although the relationship of REG group is an increasing curve, the OR will 
approach to 1. No matter how many number of users increase, the retention probability is hard 
to be positive. When the number of users in SREG group increases to 150 persons or more, the 
retention probability will increase to 10% or more (OR = 1.1). Relationship of RAN is similar 
to REG group, but the initial value is much lower, about 0.4. From the previous result, the 
relationship fits a specific curve according to the behavior, and the shape of the curve could be 
increasing or decreasing and initial values are varied, too. 

Managers can simulate the retention probability based on only number of users. Because 
of the personal and social-economical information are not required, we can dramatically 
decrease the cost and time of data collection. Moreover, we can make more calibration with 
available information, and obtain better result.  
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Figure 6: Correlation between Yearly Odds Ratio and Number of REG Users of Bus 
Routes 

 
*Number of REG users in each month: 558 ~ 2,128 

 

Figure 7: Correlation between Yearly Odds Ratio and Number of SREG Users of Bus 
Routes 
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*Number of SREG users in each month: 872 ~ 1,681 

Figure 8: Correlation between Yearly Odds Ratio and Number of RAN Users of Bus 
Routes 

 
*Number of RAN users in each month: 8,827 ~ 12,535 

 

Figure 9: Correlation between Yearly Odds Ratio and Number of REG Users of Bus 
Routes 
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*Number of RARE users in each month: 16,302 ~ 21,958 

According to the regression formulations in Figure 6 ~ Figure 9, we give an example with 
10% increasing of number of users. The number of users, increasing retention probability of 
original number of users, and increasing retention probability of new number of users (+10%) 
show in Table 3. In the traditional planning, managers preferred to allocate more resource on 
route with higher ridership or number of users to gain more ridership, e.g. R1300, or R1500. 
However, the retention probability difference represents that it might decrease the probability 
when the number of users increased. For example, the RARE group of R1300 and R1500 will 
decrease the probability because of the increasing number of users. REG group of R1505, 
R1512, R1513, R1514, and R1515 will decrease about 10% probability. It means that the 
service of these routes need to improve for REG group users. 

Table 3: Retention Probability Difference after Adding 10% Number of Users 
Route Number of Users (n) in March 2016 Increasing Retention Probability of 

original number of users 
= OR(n) - 1 

Increasing Retention Probability of 
new number of users (+10%) 
= OR(n * (1 + 10%)) - 1 

REG SREG RAN RARE REG SREG RAN RARE REG SREG RAN RARE 
R1300 406 253 1676 4326 -0.01 0.12 -0.07 0.02 -0.01 0.13 -0.06 -0.06 
R1301 86 35 140 217 -0.06 -0.02 -0.27 2.60 -0.06 -0.01 -0.26 2.51 
R1302 30 22 260 276 -0.09 -0.05 -0.22 2.39 -0.09 -0.04 -0.21 2.31 
R1303 103 40 135 213 -0.05 -0.01 -0.28 2.61 -0.05 0.00 -0.27 2.53 
R1310 66 42 57 150 -0.07 0.00 -0.35 2.91 -0.06 0.00 -0.34 2.83 
R1311 26 13 15 13 -0.10 -0.08 -0.46 5.02 -0.09 -0.08 -0.45 4.94 
R1500 304 276 2659 6531 -0.02 0.13 -0.03 -0.33 -0.02 0.13 -0.02 -0.41 
R1501 128 66 345 573 -0.05 0.03 -0.20 1.76 -0.04 0.04 -0.19 1.68 
R1502 110 60 293 308 -0.05 0.02 -0.21 2.29 -0.05 0.03 -0.20 2.21 
R1503 130 83 107 110 -0.05 0.04 -0.29 3.18 -0.04 0.05 -0.29 3.10 
R1504 103 60 131 182 -0.05 0.02 -0.28 2.75 -0.05 0.03 -0.27 2.67 
R1505 17 36 144 162 -0.11 -0.01 -0.27 2.85 -0.11 -0.01 -0.26 2.77 
R1506 94 40 122 289 -0.06 -0.01 -0.28 2.35 -0.05 0.00 -0.28 2.27 
R1507 93 90 671 908 -0.06 0.05 -0.14 1.37 -0.05 0.06 -0.13 1.28 
R1509 108 117 561 2764 -0.05 0.07 -0.16 0.41 -0.05 0.08 -0.15 0.33 
R1510 62 59 145 173 -0.07 0.02 -0.27 2.79 -0.07 0.03 -0.26 2.71 
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R1511 31 32 460 297 -0.09 -0.02 -0.17 2.33 -0.09 -0.01 -0.17 2.24 
R1512 17 71 991 572 -0.11 0.03 -0.11 1.76 -0.11 0.04 -0.10 1.68 
R1513 10 65 508 308 -0.12 0.03 -0.16 2.29 -0.12 0.03 -0.16 2.21 
R1514 14 22 99 104 -0.11 -0.05 -0.30 3.23 -0.11 -0.04 -0.29 3.15 
R1515 8 4 25 30 -0.13 -0.17 -0.42 4.30 -0.13 -0.16 -0.41 4.22 

CONCLUSIONS 

This study proposed a simple and efficient procedure to obtain retention probability from smart 
card data. By applying the EM method, bus users were clustered into several groups and their 
behavior transition between each adjacent month show the status of staying or quitting service. 
Logistic regression models were calibrated which based on four behavior groups, and the 
significant coefficients of route variables show the OR of each route. The calibration of 
retention probability does not need any personal or socio-economical information but smart 
card transaction data. It will dramatically decrease the cost and time of data collection. 

The composition of various behavior cluster vary in different routes, and the retention 
probability can estimate the number of riders in latter month. Because of the probability is 
known, the managers may simulate the effect of various alternatives with hypothetical number 
of riders. Moreover, they can find the key resource allocation solution based on lower or 
negative retention probability. Future study should focus on the relationship among retention 
probability and other operational variables, e.g. frequency or stop location. More detail service 
planning can be evaluated according to such relationship. 

The method developed in this study is different from previous ones that assumed all users 
in the same behavior cluster to be the same. Actually, ridership is a composition of diverse user 
types which changes with time. Resource allocation could be more appropriate with the 
understanding of who the target is and of the retention probability. This bottom-up procedure 
can be easily applied to other transportation modes. In addition, wider characteristics of bus 
service will enhance the model. Managers also can consider specific characteristics if they have 
sufficient data to calibrate the model. For the good of problematic bus routes and their 
passengers’ characteristics, managers can make the more suitable improvement plans for the 
bus service under resource limitation in the end. Once the improvement being implemented, 
the service may get higher user retention in the near future. We are sure that managers will gain 
more user retention from the model within this research. 
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